
SOURCE AND ACCURACY STATEBLRNT POR THE 1988 
PUBLIC USE PILES PROW TRE SURVEY OF 

INCOUR AND PROGRAM PARTICIPATION 

BOURCE OF DATA 

The data were collected in the 1988 panel of the Survey of Income and 
Program Participation (SIPP). The SIPP universe is the 
noninstitutionalized resident population living in the United States. 
The population includes persons living in group quarters, such as 
dormitories, rooming houses, and religious group dwellings. Crew 
members of merchant vessels, Armed Forces personnel living in military 
barracks, and institutionalized persons, such as correctional facility 
inmates and nursing home residents, were not eligible to be in the 
survey. Also, United States citizens residing abroad were not 
eligible to be in the survey. Foreign visitors who work or attend 
school in this country and their families were eligible: all others 
were not eligible to be in the survey. With the exceptions noted . 
above, persons who were at least 15 years of age at the time of the 
interview were eligible to be in the survey. 

The 1988 panel of the SIPP sample is located in 230 Primary Sampling 
Units (PSUs) each consisting of a county or a group of contiguous 
counties. Within these PSUs, expected clusters of 2 living quarters 
(MS) were systematically selected from lists of addresses prepared 
for the 1980 decennial census to form the bulk of the sample. To 
account for LQs built within each of the sample areas after the 1980 
census, a sample was drawn of permits issued for construction of 

- residential LQs up until shortly before the beginning of the panel. 
In jurisdictions that do not issue building permits, small land areas 
were sampled and the LQs within were listed by field personnel and 
then clusters of 4 MS were subsampled. In addition, sample LQs were 
selected from supplemental frames that included LQs identified as 
missed in the 1980 census and persons residing in group quarters at 
the time of the Census. 
i 
Approximately 17,500 living quarters we;e originally designated for 
the 1988 panel. For Wave 1 of the 1988 panel, interviews were 
obtained from the occupants of about 11,800 of the 17,500 designated 
living quarters. Most of the remaining 5700 living quarters in the 
1988 panel were found to be vacant, demolished, converted to 
nonresidential use, or otherwise ineligible for the survey. However, 
approximately 1,000 of the 5700 living quarters in the 1986 panel were 
not interviewed because the occupants refused to be interviewed, could 
not be found at home, were temporarily absent, or were otherwise 
unavailable. Thus, occupants of about 93 percent of all eligible 
living quarters participated in Wave 1 of the Survey for the 1988 
panel. Sample loss at Wave 1 of the 1988 Panel was about 7% and 
increased to roughly 18.01 at the end of Wave 6. 

For Waves 2-6, only original sample persons (those in Wave 1 sample 
households and interviewed in Wave 1) and persons living with them 
were eligible to be interviewed. With certain restrictions, original 

- sample persons were to be followed if they moved to a new address. 
When original sample persons moved without leaving a forwarding 
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address or moved to extremely remote parts of the country and no 
Zelephone number was available, additional noninterviews resulted- 

Sample households within a given panel are divided into four 
subsamples of nearly equal size. These subsamples are called rotation 
groups 1, 2, 3, or 4 and one rotation group is interviewed each month. 
Each household in the sample was scheduled to be interviewed at 4 
month intervals over a period of roughly 2 years beginning in February 
1988. The reference period for the questions is the 4-month period 
preceding the interview month. In general, one cycle of four 
interviews covering the entire sample, using the s&me questionnaire, 
is called a wave. 

A unique feature of the SIPP design is overlapping panels. The 
overlapping design allows panels to be combined and essentially doubles 
the sample sizes. Selected interviews for the 1988 panels can be 
combined with interviews from the 1987 panels. Information necessary 
to do this is included later in this statement. 

The public use files include core and supplemental (topical module) 
data. Core questions are repeated at each interview over the life of 
the panel. Topic&l modules include questions which are asked only in 
certain waves. The 1988 and 1987 panel topic&l modules are given in 
tables 1 and 2 respectively. 

Tables 3 and 4 indicate the reference months and interview months for 
the collection of data from each rotation group for the 1988 and 1987 
panels respectively. For example, Wave 1 rotation group 2 of the 1988 
panel was interviewed in February 1988 and data for the reference 
months October 1987 through January 1968 were collected. 

tstimation. The estimation procedure used to derive SIPP person 
weights involved several stages of weight adjustments. Each person 
received a base weight equal to the inverse of his/her probability of 
selection. A noninterview adjustment factor was applied to the weight 
of every occupant of interviewed households to account for households 
Phich were eligible for the sample but were not interviewed. 
(Individual nonresponse within partially interviewed households was 
treated with imputation. No special adjustment was made for 
noninterviews in group quarters.) A factor was applied to each 
interviewed person's weight to account for the SIPP sample areas not 
having the same population distribution as the strata from which they 
were selected. 

An additional stage of adjustment to persons ' weights was performed to 
reduce the mean square error of the sunrey estimates by ratio 
adjusting SIPP sample estimates to monthly Current Population Survey 
(CPS) estimate& of the civilian (and some military) noninstitutional 
population of the United States by age, race, Spanish origin, 8ex, 
type of householder (married, single with relatives, single without 

lThese special CPS estimates are slightly different from the published 
monthly CPS estimates. The differences arise from forcing counts of 
husbands to agree with counts of wives. 
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relatives), and relationship to householder (spouse or other). The 
CPS estimates were themselves brought into agreement with estimates 
from the 1980 decennial census which were adjusted to reflect births, 
deaths, immigration, emigration, and changes in the Armed Forces since 
1980.: Also, en adjustment was made so that a husband and wife within 
the s&me household were assigned equal weights. 

Use of Weights. Each household and each person within each household 
on each wave tape has five weights. Four of these weights &re 
reference month specific and therefore c&n be used only to form 
reference month estimates. Reference month estimates can be averaged 
to form estimates of monthly averages over some period of time. For 
example, using the proper weights, one can estimate the monthly 
average number of households in a specified,income range over November 
and December 1988. To estimate monthly averages of a given me&sure 
(e.g., total, mean) over a number of consecutive months, sum the 
monthly estimates and divide by the number of months. 

The remaining weight is interview month specific. This weight can be 
used to form estimates that specifically refer to the interview month 
(e.g., total persons currently looking for work), as well as estimates 
referring to the time period including the interview month and all 
previous months (e.g., total persons who have ever served in the 
military). 

To form an estimate for a particular month, use the reference 
weight for the month of interest, summing over all persons or 
households with the characteristic of interest whose reference period 
includes the month of interest. Multiply the sum by a factor to 
account for the number of rotations contributing data to account for 
the number of rotations contributing data for the month. This factor 
equals four divided by the number of rotations contributing data for 
the month. For example, December 1987 data is only available from 
rotations 1, 3, and 4 for Wave 1 of the 1988 panel (See table 0, so a 
factor of 4/3 must be applied. To form &n estimate for an interview 
month, use the procedure discussed above'iusing the interview month 
weight provided on the file. 

When estimates for months without four rotations worth of data are 
constructed from a wave file, factors greater than 1 must be applied. 
However, when core data from consecutive waves are used together, data 
from all four rotations may be available, in which case the factors 
are equal to 1. 

These tapes contain no weight for characteristics that involve a 
person's or household's status over two or more months (e.g., number 
of households with a 50 percent increase in income between November 
and December 1986). 

Producing Estimates for Cenmus Region8 and Rtate8. The total estimate 
for a region is the sum of the state estimates in that region. Using 
this sample, estimates for individual states are subject to very high 
variance and are not recommended. The state codes on the file are 
primarily of use for linking respondent characteristics with 
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appropriate contextuai variables (e.g., state-specific welfare 
criteria) and for tabulating data by user-defined groupings of states. 

Producing Eatirstas for th6 W6ttOpOlitsA POpUlStiOA. For Washington, 
DC and 11 states, metropolitan or non-metropolitan residence is 
identified (variable H*-METRO). In 34 additional states, where the 
non-metropolitan population in the sample was small enough to present 
a disclosure risk, a fraction of the metropolitan sample was recoded 
to be indistinguishable from non-metropolitan cases (H*-WETROt2). In 
these states, therefore, the cases coded as metropolitan (He-WETRO=l) 
represent only a subsample of that population. 

In producing state estimates for a metropolitan characteristic, 
multiply the individual, family, or household weights by the 
metropolitan inflation factor for that state, preoented in table 5. 
(This inflation factor compensates for the oubsampling of the 
metropolitan population and is 1.0 for the states with complete 
identification of the metropolitan population.) 

The 6ame procedure applies when creating eotimates for particular 
identified MSA's or CMSA*s-- apply the factor appropriate to the state. 
For multi-state MA's, use the factor appropriate to each state part. 
For example, to tabulate data for the Washington;DC-MD-VA USA, apply 
the Virginia factor of 1.0521 to weights for residents of the Virginia 
part of the USA: Maryland and DC residents require no modification to 
the Weight6 (i.e., their factors equal 1.0). 

In producing regional or national estimates of the metropolitan 
population, it is also necessary to compensate for the fact that no 
metropolitan subsample is identified within two state6 (Mississippi .1 
and West Virginia) and one state-group (North Dakota - South Dakota - 
Iowa). Thus, factors in the right-hand colurpn. of table 5 should be 
Used for regional and national 66timStS6. The result6 of regional and 
national tabulation6 of the metropolitan population will be biased . 
slightly. However, less than one-half of one percent of the 
metropolitan population is not represented. 

PrOdUCiAg E6timat66 for the NOA-WOtrOpOlitSA POpUlatiOA. State, 
regional, and national estimates of the non-metropolitan population 
cannot be computed directly, except for Washington, DC and the 11 
states where the factor for state tabulations in table 5 i6 1.0. In 
all other states, the cases identified a6 not in the metropolitan 
subsample (METRO-2) are a mixture of non-metropolitan and metropolitan 
hOU6ehOld6. Only an indirect method of estimation is available: first 
compute an estimate for the total population, then subtract the 
estimate for the metropolitan population. The results of these 
tabulation6 will be slightly biased. 

Combined P6~61 I6timat66. Both the 1988 and 1987 panel6 prOVid6 data 
for October 1987-April 1989. Thuo, estimates for these time period6 
may be obtained by combining the COrre6pOndiAg pane16. However, 6ince 
the Wave 1 questionnaire differ6 from the subsequent WSVe6' 
questionnaire and since there were some procedural changes between the 
1987 and 1988 panels, we recommend that estimates not be obtained by 
combining Wave 1 data of the 1988 panel with data from another panel. - 

114 



In this case, use the estimate obtained from either panel. 
Additionally, even for other waves, care should be taken when 

- combining data from two panel6 since questionnaires for the two panels 
differ somewhat and since the length of time in sample for interview6 
from the two panel6 differ. 

Combined panel estimates may be obtained either (1) by combining 
estimates derived separately for the two panel6 or (2) by first 
combining data from the two files and then producing an estimate. 

I. Combinina Sea . . arate Estimates 

Corresponding estimates from two consecutive year panels can be’ 
combined to create joint estimates by using the formula 

i = wj, + (l-w];, (A) 
A 
J= joint estimate (total, mean, proportion, etc): 
A 
J1 = estimate from the earlier panel; 

j2 = estimate from the later panel: 

W = weighting factor of the earlier panel. 

- To combine the 1987 and 1988 panels ube a W value of 0.525 
unless one of the panels contributes no information to the 
estimate. In that case, the panel contributing information 
receives a factor of 1. The other receives a factor of zero. 

2. 1 ina D a from SeDarate File Comb'n' i;' S 

Start by first creating a file containing the data from the two 
-* panel files. Apply the weighting f&ctor, W, to the weight of 

each person from the earlier panel and apply (1-W) to the weight 
of each person from the later panel. Estimates can then be 
produced using the same methodology as used to obtain estimates 
from a single panel. 

I llu ration for comoutina combined Dane1 estimate, 6t 

Suppose SIPP estimates for Wave 5 of the 1987 panel show that there 
were 441,000 hOU6ehOld6 with monthly December income above $6000. 
Also, suppose SIPP estimates for Wave 2 of the 1988 panel ohow that 
there were 435,000 households with monthly December income above 
$6000. Using formula (A), the joint level 86timSt6 16 

J - (0.525)(441,000) + (0.475)(435,000) 
* 438,000 



ACCURACY OF TKE ESTIKATES 

SIPP estimates obtained from public use files are. based on a Sample: 
they may differ somewhat from the figures that would have been 
obtained if a complete census had been taken using the 6ame 
questionnaire, instructions, and enumerators. There are two type6 Of 
error6 possible in an estimate based on a sample survey: nonsampling 
and sampling. The magnitude of SIPP sampling error can be estimated, 
but this is not true of nonsampling error. Found below are 
descriptions of sources of SIPP nonsampling error, followed by 
discussion of sampling error, its estimation, and its use in data 
analysis. More detailed discussions of the existence and control Of 
nOnSampling error6 in the SIPP can be found in the Qualitv Profile @X 
t he urve articioatiqn, May 1990, by Jsbine, 
assisted by King and Petroni. 

NOA6SIlpliag VSriSbility. Nonsampling error6 Can be attributed to many 
source6, e.g., inability t0 obtain information about all case6 in the 
sample, definitional difficulties, differences in the interpretation 
of questions, inability or unwillingness on the part of the 
respondent6 to provide correct information, inability to recall 
information, errors made in collection such as in recording or coding 
the data, error6 made in processing the data, errors made in 
estimating values for missing data, biases resulting from the 
differing recall periods caused by the rotation pattern used and 
failure to represent all units within the universe (undercoverage). 
Quality control and edit procedures were used to reduce error6 made by 
respondents, coder6 and interviewers. 

Undercoverage in SIPP results from missed living quarters and mi66ed 
persons within sample households. It is known that undercoverage 
varier; with age, race, and sex. Generally, undercoverage is larger 
for males than for females and larger for blacks than for nonblacks. 
Ratio estimation to independent age-race-sex population control6 
partially corrects for the bias due to survey undercoverage. However, 
biases exist in the estimates to the extent that person6 in missed 
households or missed persons in intervie'wed households have different 
Characteristic6 than the interviewed persons in the same 
age-race-Spanish origin-sex group. Further, the independent 
population control6 used have not been adjusted for undercoverage. 

Some Te6pOndentS do not respond to Some of the questions. Therefore, 
the overall nonresponse rate for 6ome items such as income and Other 
money related item6 is higher than the nonresponse rate6 presented on 
page 2. The Bureau u6es complex techniques to adjust the Weight6 for 
nonresponse, but the 6uCce66 of these technique6 in avoiding bia6 io 
UnknOWll. 

Comparability With Other 8tstistics. Caution should be 6X6rCi66d when 

comparing data from these file6 with data from other SIPP product6 or 
with data from other surveye. The comparability problem6 are CSU66d 

by sources such a6 the seasonal patterns for many charscteri6tic6, 
definitional differences, and different nonsampling error6. 
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Ssmpliag Vsrisbility. Standard errors indicate the magnitude of the 
sampling variability. They also partially measure the effect of some 
nonsampling error6 in response and enumeration, but do not mea6ure any 
systematic biases in the data. The standard error6 for the most part 
measure the variations that occurred by chance because a sample rather 
than the entire population was surveyed. 

COAfideACe IAtetPSlS. The sample e6timate and it6 rtandard error 
enable one to construct confidence intervale, range6 that would 
include the average result of all possible samples with a known 
probability. For example, if all possible 6ample6 were selected, each 
of the6s being surveyed under essentially the 6sme condition6 and 
using the same sample design, and if an eotimate and it6 standard 
error were calculated from each sample, then: 

1. Approximately 68 percent of the intervais from one standard 
error below the estimate to one standard error above the 
estimate would include the average result of all pO66ible 
samples. 

2. Approximately 90 percent of the intervals from 1.6 etandsrd 
errors below the estimate to 1.6 standard error6 above the 
estimate would include the average result of all possible 
samples. 

3. Approximately 95 percent of the intervals from two standard 
errors below the estimate to two standard errors above the 
estimate would include the average result of all pO6Sibl6 
6SIQh6. 

The average estimate derived from all posoible sample6 iS or is AOt 
contained in any particular computed interval.. However, for a 
particular Sample, one can say with a epecified confidence that the 
average estimate derived from all possible samples is included in the 
confidence interval. 
-e ‘9 
HmOth66i6 Te6tiAg. Standard error6 may alfo be U66d for hypothesis 
testing, a procedure for distinguishing between pOpUl6tiOn parameters 
using sample estimates. The most common types of hypotheses tested 
are 1) the population parameters are identical ver6us 2) they are 
different. Tests may be performed at various level6 of significance, 
where a level of significance is the probability of concluding that 
the parameters are different when, in fact, they are identical. 

To perform the most common hypothesis test, compute the difference XA 
- XB, where X 
interest. 

and XB are eample estimate6 of the parameter6 of 
A f ater section explains how to derive an estimst6 of the 

otandsrd error of the difference XA - Xg. Let that stsndsrd error be 
. 

FE&3clusion about the parameters is 
If x, - Xg is between -1.6 time6 6 

just fif&is:: $;61;i;::c:%FF' 
significance level. If on the other hand, XA - X9 is smaller than 
-1.6 times SDIFP or larger than +1.6 time6 6 the observed 
difference is significant at the 10 percent P 

IFF, 
Wel. In this event, it 

is commonly accepted practice to say that the parSmeter are 
different. Of courbe, sometimes this conclusion Will be Wrong. wh6A 
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the parameters are, in fact, the same, there is a 10 percent chance of 
concluding that they are different. _- 
Not. uhon using small estimates. Because of the large standard errors 
involved, there is little chance that summary measures would reveal 
useful information when computed on a smaller base than 200,000. 
Also, care must be taken in the interpretation of small differences. 
For instance, in case of a borderline difference, even a small amount 
of nonsampling error can lead to a wrong decision about the 
hypotheses, thus distorting a seemingly valid hypothesis test. 

EtandStd Error Parameterr and Table6 and Their Uao. Most SIPP 
estimates have greater standard errors than those obtained through a 
simple random sample becaqse clusters of living quarters are sampled. 
To derive standard errors that would be applicable to a wide variety 
of estimates and could be prepared at a moderate cost, a number of - 
approximations vere required. Estimates with similar standard error 
behavior vere grouped together and two parameters (denoted "aa and 
"b") vere developed to approximate the standard error behavior of each 
group of estimates. These "a*' and "bn parameters are used in 
estimating standard errors and vary by type of estimate and by 
subgroup to which the estimate applies. Table 6 provides base (la,l and 
"b" parameters to be used for estimates obtained from core data and 
for some estimates from topical module data. 

The factors provided in table 7 when multiplied by the base parameters 
of table 6 for a given subgroup and type of estimate give the "an and 
"b" parameters for that subgroup and estimate type for the specified _ 
reference period. For example, the base nail and "bf' parameters for 
total number of households are -0.0001150 and 10,623, respectively. 
For Wave 1 the factor for October 1987 is 4 since only 1 rotation 
month of data is available. So, the “a” and "b" parameters for total 
household income in October 1987 based on Wave 1 are -0.0004600 and* 
42,492, respectively. Also for Wave 1, the factor for the first 
quarter of 1988 is 1.2222 since 9 rotation months of data are 
available (rotations 1 and 4 provide 3.r;otations months each, while 
rotations 2 and 3 provide 1 and 2 rotation months, respectively). So, 
the "a" and "bn parameters for total number of households in the first 
quarter of 1988 are -0.0001406 and 12,983, respectively for Wave 1. 

The "an and "bn parameters may be used to calculate the standard error 
for estimated numbers and percentages. Because the actual standard 
error behavior was not identical for all estimates within a group, the 
standard errors computed from these parameters provide an indication 
of the order of magnitude of the standard error for any specific 
estimate. Methods for using these parameters for computation of 
approximate standard errors are given in the following sections. 

For those users who wish further simplification, we have alsO provided 
general standard errors in tables 8 through 11 for making estimates 
with the use of data from all four rotations. Note that these 
standard errors must be adjusted by a factor from table 6. The 
standard errors resulting from this simplified approach are less 
accurate. Methods for using these parameters and tables for 
computation of standard errors are given in the fOllOVing sections. 
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__ For the 1987, 1988 combined panel parameters, multiply the parameters 
in table 5 by the appropriate factor from table 15. The factors 
provided in table 16 adjust parameters for the number of rotation 
months available for a given estimate. These factors, when multiplied 
by the combined panel parameters derived from table 5 for a given 
subgroup and type of estimate, give the “at' and nbll parameters for 
that subgroup and estimate type for the specified combined reference 
period. 

Table 12 provides base tratl and "bw parameters for calculating 1988 
topical module variances. Table 13 provides base "a@' and “b” 
parameters for computing the 1987, 1988 combined panel topical module 
variances. 

Procedures for calculating standard errors for the types of estimates 
most commonly used are described below. Note specifically that these 
procedures apply only to reference month estimates or averages of 
reference month estimates. Refer to the section "Use of Weights" for 
a more detailed discussion of the construction of estimates. Stratum 
codes and half sample codes are included on the tapes to enable the 
user to compute the variances directly by methods such as balanced 
repeated replications (BRR). William G. Cochran provides a list of 
references discussing the application of this technique. (See 
Sampling Techniques, 3rd Ed., New York: John Wiley and Sons, 1977, p. 
321.) 

- Standard errors of estimated numbers. The approximate standard error, 
SX' of an estimated number of persons, households, families, unrelated 
individuals and so forth, can be obtained in two ways. Both apply 
when data from all four rotations are used to make the estimate. 
However, only the second method should be used.when less than four 
rotations of data are available for the estimate. Note that neither 
method should be applied to dollar values. 

'-It may be obtained by the use of the formula 

where f is the appropriate "fn factor from table 6, and s is the 
standard error on the estimate obtained by interpolation from table 8 
or 9. Alternatively, sx may be approximated by the formula 

SX - ]&x2 + bx (2) 

from which the standard errors in tables 9 and 9 were calculated. 
Here x is the size of the estimate and "8" and "bw are the parameters 
associated with the particular type of characteristic being estimated. 
Use of formula 2 will provide more accurate results than the use of 
formula 1. 
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Zllustration. 

Suppose SIPP estimates for Wave 1 of the 1988 panel show that there - 
were 472,000 households with monthly household income above $6,000. 
The appropriate parameters and factor from table 6 and the appropriate 
general standard error from table 8 are 

a= -0.0001150 b = 10,623 f = 1.00 s - 71,000 

Using formula 1, the approximate standard error is 

Ix = 71,000 

Using formula 2, the approximate standard error is 

~(-0.0001150)(472,000)2 + (10,623)(472,000) = 70,600 

Using the standard error based on formula 2, the approximate 
go-percent confidence interval as shown by the data is from 359,000 
to 585,000. Therefore, a conclusion that the average estimate derived 
from all possible samples lies within a range computed in this way 
would be correct for roughly 908 of all samples. 

z gr st atio 0 emu' 
estimates. 

The total number of households for wave 5 1987 and wave 2 1988 was 
estimated to be 438,000. The combined panel parameters for total - 
households are obtained by multiplying the appropriate "a" and “b” 
values from table 6 by the appropriate factors from tables 15 and 16. 
The 1988 parameters and factor are a = -0.0001150, b - 10,623 and 

= 0.5264 and f = 
Earameters are a 

1.0000, respectively. Thus, the combined panel 
- -0.0000605 and b = 5592. Using formula (Z), the 

approximate standard error is 
ir -,-- 

~(-0.0000605) (438,000)2 + (5592)(438,000) = 49,400 

Standard Error of a man. A mean is defined here to be the average 
quantity of some item (other than persons, families, or households) 
per person, family, or household. For example, it could be the 
average monthly household income of females age 25 to 34. The 
standard error of a mean can be approximated by formula 3 below. 
Because of the approximations used in developing formula 3, an 
estimate of the standard error of the mean obtained from this formula 
will generally underestimate the true standard error. The formula 

used to estimate the standard error of a mean z is 

(3) 
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‘*here y is the size of the 
variance of the item and b - 
particular type of item. 

base, s2 is the estimated population 
is the parameter associated with the 

The population variance s2 may be estimated by one of two methods. In 
both methods we assume Xi is the value of the item for unit i. (unit 
may be person, family, or household). To use the first method, the 
range of values for the item is divided into c intervals. The upper 
and lower boundaries of interval j are Zj-1 and Z*, respectively. 
%ach unit is placed into one of c groups such tha 2 Zj-1 C Xi 5 Zjm 

- The estimated population variance, ~2, is given by the formula: 

s2 = ; Pj mj2- ii2 , (4) 
j=l 

where pj is the estimated proportion of units in group,j, and m = 
(Zj-1 + 2') /2. 
is assume a 

The most representative value of the item in g l oup j 
to be ma. 

2 
If group c is open-ended, i.e., no upper 

interval boundary xists, then an approximate value for m, is 

m, = ! 2,-l. 
2 

_ The mean, z, can be obtained using the following formula: 

ii= 2” PjIIlj. 
j=l 

In the second method, the estimated population variance is given by 

-r 
g Vi Xi2 

sr- 

.2 p i=1 -? , (5) 

g Vi 
i=l 

vhere there are n units with the item of interest and vi is the 

final weight for unit i. The mean, X, can be obtained from the 
formula 

: wixi 
i-1 

X= . 

S Wi 
i=l 
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When forming combined estimates using fOI?InUla (A), s2, given by 
formula (4), should be calculated by forming a distribution for each - 
panel. The range of values for the item will be divided into 
intervals. Combined estimates for each interval can be obtained using 
formula (A). Formula (4) can be applied to the combined distribution. 

TO calculate i and s2 given by formula (5), replace Xi by Wxi for Xi 
from the earlier panel and (1sW)Xi for Xi from the later panel. 

Zllustration. 

Suppose that based on Wave 1 data, the distribution of monthly cash 
income for persons age 25 to 34 during the month of January 1988 is 
given in table 14. 

Using formula 4 and the mean monthly cash income of $2,530 the 
approximate population variance, sz, is 

s' = (15O)Z + (450)' +..... + 

(9,000)' - (2,530)1 = 3,159,887. 

Using formula 3, the appropriate base "b" parameter and factor from 

table 6, the estimated standard error of a mean x is a 

Standard error of an aggregate. An aggregate is defined to be the 
total quantity of an item summed over all the units in a group. The 
standard error of an aggregate can be approximated using formula 6. 

As with the estimate of the standard error of a mean, the estimate of 
the standard error of an aggregate will generally underestimate the 
true standard error. Let y be the size of the base, s' be the 
estimated population variance of the item obtained using fOrnkUla (4) 
or (5) and b be the parameter associated with the particular type of 
item. The standard error of an aggregate is: 

“x = J-z--z (6) 

11-12 



Standard Errors of Estimated Percentages. The reliability of an 
-estimated percentage, computed using sample data for both numerator 

and denominator, depends upon both the size of the percentage and the 
size of the total upon which the percentage is based. Estimated 
percentages are relatively more reliable than the corresponding 
estimates of the numerators of the percentages, particularly if the 
percentages are SO percent or more, e.g., the percent of people 
employed is more'reliable than the estimated number of people 
employed. When the numerator and denominator of the percentage have 
different parameters, use the parameter (and appropriate factor) of 
the numerator. If proportions are presented instead of percentages, 
note that the standard error of a proportion is equal to the standard 
error of the corresponding percentage divided by 100. 

There are two types of percentages commonly estimated. The first is 
the percentage of persons, families or households sharing a particular 
characteristic such as the percent of persons owning their own home. . 
The second type is the percentage of money or some similar concept 
held by a particular group of persons or held in a particular form. 
Examples are the percent of total wealth held by persons with high 
income and the percent of total income received by persons on welfare. 

For the percentage of persons, families, or households, the 
approximate standard error, s(~,~), of the estimated percentage p can 
be obtained by the formula 

.- $(x,p) = fs (7) 

when data from all four rotations are used to estimate p. 

In this formula, f is the appropriate trfw factor from table 6 and 6 is 
the standard error of the estimate from table lO.or 11. 
Alternatively, it may be approximated by the formula 

I b 
- (P) (100-p) zi s(x,P) - x (8) 

from which the standard errors in tables 10 and 11 were calculated. 
Here x is the size of the subclass of social units which is the base 
of the percentage, p is the percentage (Ocp<lOO), and b is the 
parameter associated with the characteristic in the numerator. Use of 
this formula will give more accurate results than use of formula 7 
above and should be used when data from less than four rotations are 
used to estimate p. 

Suppose that, in the month of January 1988, 6.7 percent of the 
16,812,OOO persons in nonfarm households with a mean monthly household 
cash income of $4,000 to $4,999, were black. Using formula 8 and the 
"b" parameter of 11,565 from table 6 and a factor of 1 for the month 

.- of January 1988 from table 7, the approximate standard error is 
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11,565 
(6.7) (100-6.7) = 0.66 percent 

_ (16,812,OOO) 

Consequently, the 90 percent confidence interval as shown by these 
data is from 5.6 to 7.8 percent. 

For percentages of money, a more complicated formula is required. .A 
percentage of money will usually be estimated in one of two ways. It 
may be the ratio of two aggregates: 

PI = 100 (XA / x,) 

or it may be the ratio of two means with an adjustment for different 
bases : 

PI = 100 (;A iA / ii,) 

where xA and xN are aggregate money figures, XA and xN are mean 

money figures, and iA is the estimated number in group A divided by 
the estimated number in group N. In either case, we estimate the 
standard error as 

&GA 
2 2 

SIf - II- I sp + 

XN [I iA I 
* 

-1 
2 

SA 
- + 

XA 

- 

2 
“B 
- -1 1 I (9) 

XN 

where sp is the standard error of PA, sA is the standard error 

of & and sB is the standard error of ZN. To calculate sp, 

use formula 8. The standard errors Of XN and ZA may be calculated using 

formula 3. 

It should be noted that there is frequently some correlation between 

;A, r;,, and :A. Depending on the magnitude and sign of the 

correlations, the standard error will be over or underestimated. 
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Juppose that in January 1988, 9.8% of the households own rental 
property, the mean value of rental property iS $72,121, the mean Value 

of assets is $78,734, and the corresponding standard errors are 0.33C, 
$6203, and S3066. In total there are 86,790,OOO households. Then, 
the percent of all household assets held in rental property is 

1 

72121 
= 100 [O.OSSj = 9.0% 

78734 1 
Using formula (9), the appropriate standard error is 

SZ 0.009 

= 0.9% 

Btandard Error of a Differonce. The standard error of a difference 
between two sample estimates is approximately equal to 

- 

S(x-y) = J,: (101 

where sx and sy are the standard errors of the estimates x and y. 

The estimates can be numbers, percents, ratios, etc. The above 
‘formula assumes that the correlation coefficient between the 
characteristics estimated by x and y is zero. If the correlation is 
really positive (negative), then this assumption will tend to cause 
overestimates (underestimates) of the true standard error. 

Ulustratipn, 

Suppose that SIPP estimates show the number of persons age 35-44 years 
with monthly cash income of $4,000 to $4,999 was 3,186,OOO in the 
month of January 1988 and the number of persons age 25-34 years with 
monthly cash income of $4,000 to S4,999 in the same time period vas 
2,619,OOO. Then, using parameters'from table 6 and formula 2, the 
standard errors of these numbers are approximately 164,000 and 
149,000, respectively. The difference in sample estimates i8 567,000 
and, using formula 10, the approximate standard error of the 
difference is 

j(164,OOO) 2 + (149,000) 2 - 222,000 
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Suppose that it is desired to test at the 10 percent significance 
level whether the number of persons with monthly cash income of f4,OOO - 
to $4,999 was different for persons age 35-44 years than for persons 
age 25-34 years. To perform the test, compare the difference of 
567,000 to the product 1.6 x 222,000 = 355,200. Since the difference 
is greater than 1.6 times the standard error of the difference, the 
data show that the two age groups are significantly different at the 
10 percent significance level. 

Staadard Error of a Wediaa. The median quantity of some item such as 
income for a given group of persons, families, or households is that 
quantity such that at least half the group have as much or more and et 
least half the group have as much or less. The sampling variability 
of an estimated median depends upon the form of the distribution of 
the item ae well as the site of the group. To calculate standard 
errors on medians, the procedure described below may be used. 

An approximate method for measuring the reliability of an estimated 
median is to determine a confidence interval about it. (See the 
section on sampling variability for a general discussion of confidence 
intervals.) The following procedure may be used to estimate the 
68-percent confidence limits and hence the standard error of a median 
based on sample data. 

1. 

a- 

3. 

-e 

4. 

Determine, using either formula 7 or formula 8, the standard 
error of an estimate of 50 percent of the group: 

Add to and subtract from 50 percent the standard error deter- 
mined in step 1; 

Using the distribution of the item within the group, calculate 
the quantity of the item such that the percent of the group a 
owning more is equal to the smaller percentage found in step 2. 
This quantity will be the upper limit for the 68-percent 
confidence interval. In a similar fashion, calculate the 
quantity of the item such that the percent of the group ovf&g 
more is equal to the larger percentage found in step 2. 
quantity will be the lower limit for the 68-percent confidence 
interval: 

Divide the difference between the two quantities determined in 
step 3 by two to obtain the standard error of the median. 

To perform step 3, it will be necessary to interpolate. Different 
methods of interpolation may be used. The most common are simple 
linear interpolation and Pareto interpolation. The appropriateness of 
the method depends on the form of the distribution around the median. 
If density is declining in the area, then we recommend Pareto 
interpolation. If density is fairly constant in the area, then ve 
recommend linear interpolation. Note, however, that Pareto 
interpolation can never be used if the interval contains zero or 
negative measures of the item of interest. Interpolation is used as 
follovs. The quantity of the item such that "pn percent own more is - 
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if Pareto Interpolation is indicated and 

PN-Nl 
XpN = (+-Al) + A1 1 (121 

NZ’N1 

if linear interpolation is indicated, where N is the size of the group, 

A1 and A2 are the lower and upper bounds, respectively, of 
the interval in which XpN falls, 

Nl and N2 are the estimated number of group members owning 
more than Al and A2, respectively, 

exp refers to the exponential function and 

Lm refers to the natural logarithm function. 

Illustration. 

To illustrate the calculations for the sampling error on a median, we 
- return to table 14. The median monthly income for this group is 

$2,158. The size of the group is 39,851,000. 

1. Using formula 8, the standard error of 50 percent on a base of 
39,851,OOO is about 0.7 percentage points. 

2. Following step 2, the two percentages of interest are 49.3 and 
50.7. ir -7 

3. By examining table 14, we see that the percentage 49.3 falls in 
the income interval from 2000 to 2499. (Since 55.52 receive 
more than $2,000 per month, the dollar value corresponding to 
49.3 must be between S2,OOO and $2,500). Thus, A1 = 52,000, A2 
= $2,500, Nl = 22,106,000, and N2 = 16,307,OOO. 

In this case, we decided to use Pareto interpolation. Tberef ore, the 
upper bond of a 682 confidence interval for the median is 

Also by examining table 14, we see that 50.7 falls in the same 
- income interval. Thus, Al, AZ, Nlr and N2 are the same. We also 

use Pareto interpolation for this case. so the lower bound of a 682 
confidence interval for the median is 
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f2,OOO exp 
ii 

Ln 
(.507) (39,851,OOO) 

I/ Ln 
22,106,OOO 

Thus, the 68-percent confidence interval on the estimated median is 
from $2136 to S2181 An approximate standard error is 

S2181 - 52136 = $23 

2 

Standard Errors of Ratios of Means and Nedians. The standard error 
for a ratio of means or medians is approximated by: 

s 
(13) 

where x and y are the means or medians, and ox and sy are their 
associated standard errors. Formula 13 assumes that the means are not 
correlated. If tne correlation between the population means estimated 
by x and y are actually positive (negative), then this procedure will 
tend to produce overestimates (underestimates) of the true standard 
error for the ratio of means. - 

11-18 



Table 1. 1988 Panel Topical nodules 

ToDical Module 

1 None 

2 Recipiency History 
Employment History 
Work Disability History 
Education and Training History 
Family Background 
Marital History 
Migration History 
Fertility History 
Household Relationships 

3 

4 
_- 

5 Taxes 
Annual Income and Retirement Accounts 
Educational Enrollment and Financing 

-@6 

Child Care Arrangements 
Child Support Agreements 
Support of Non-household Members 
Health Status and Utilization of Health 

Care Services 
Home Health Care 
Disability Status of Children 
Work Schedule 

Selected Financial Assets 
Medical Expenses and Work Disability 
Real Estate, Shelter Costs, Dependent 

Care, and Vehicles 

Child Care Arrangements 
Child Support Agreements 
Support of Non-household Members 
Health Status and Utilization of Health 

Care Services 
Home Health Care 
Disability Status of Children 
Work Schedule 
Functional Activities 
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Table 2. 1987 Panel Topical wodules 

ggy= Tooical Module 

1 None 

2 Welfare History 
Recipiency History 
Employment History 
Work Disability History 
Education and Training History 
Family Background 
Marital History 
Migration History 
Fertility History 
Household Relationships 

3 

7 

Child Care Arrangements 
Child support Agreements 
support for Non-household Members 
Work Related Expenses 
Shelter Costs/Energy Usage 

Assets and Liabilities 
Real Estate Property and Vehicles 

Taxes 
Annual Income and Retirement Accounts 
School Enrollment and Financing 

Child Care Arrangements. 
Child Support Agreements 
Support for Non-household Members 
Health Status and Utilization of Health 

Care Services 
Home Health Care-‘ 
Disability Status of Children 
Work Schedule 

Selected Financial Assets 
Medical Expenses and Work Disability 
Real Estate, Shelter Costs, Dependent 

Care and Vehicles 

- 
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Table 3. Reference Months for Each InteIVieW Heath - 1988 Panel 

Reference Period 

Uwel 4th Ouarter 1st Oulrrtr 2nd ousrtcr 3rd ouarrer Lth lrd 0Olrrer 

Rota- (1907) C1988) (19ea) (1981)) (1908) . . . (1989) 
m 0~1 NW Dee Jan Feb Mar ADr *Iv JLm OEf YDY DCC Jut AW SCD Jul Aua See, 

l/Z x x x x 

l/3 x x x x 

l/C x x x 

111 x x 

2/z X 

2/3 

2/L 

211 

5/2 

313 

s/4 

6/l 

X 

x x 

x x x 

x x x x 

x x x 

x x 

X 

X 

x x 

x x x 

xxx x 

xx x x 

. . . 

. . . . 

; . . . 

3”d ou8rtcr 
(1989) 

pet YOV De?; 

I x x I 
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Month of 

Inter 

vieu 

Feb. a7 

March 

April 

June 

Aug. 

Sept. 

OCf. 

NOV. 

Dec. 

1st ouarter 2nd Ouarter 

(1989) (1989) 

Jan Feb Mar Apr May Ju" 

Table 4. Reference Month? for Each Interview Month - 1987 Panel 

Reference Period 

blave/ 4th auarter 1st ouarter 2nd auarter 3rd Ouarter 4th Ouarter 

Rota- (1986) (1987) (19871 (1987) (1987) . . . 

firm Ott NW Dee Jan Feb Mar Apr May Jun Jul Aug Sep Ott Nob’ DCC 

l/2 x x x x 

l/3 x x x x 

l/4 x x x x 

l/l x x xx 

2/2 x xxx 

213 x x x x 

214 xxx x 

2/l xx xx 

312 x xxx 

313 xxx x 

3/4 xx x x 

. . . 

. . . . 

. . . . 

1 

May 89.- 7/l 
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Table 3. nettopolitan 
National and 

subsample Factors to be Applied to compute 
Subaatioaal Estimates 

Northeast: 

Midwest: 

South: 

Connecticut 1.0387 1.0387 
Maine 1.2219 1.2219 
Massachusetts 1.0000 1.0000 
New Hampshire 1.2234 1.2234 - 
New Jersey 1.0000 1.0000 
New York 1.0000 1.0000 
Pennsylvania 1.0096 1.0096 
Rhode Island 1.2506 1.2506 
Vermont 1.2219 1.2219 

Illinois 1.0000 1.0110 
Indiana 1.0336 1.0450 
Iowa -v-w m-s- 

Kansas 1.2912 1.3055 
Michigan 1.0328 1.0442 
Minnesota 1.0366 1.0480 
Missouri 1.0756 1.0874 
Nebraska 1.6289 1.6468 
North Dakota w--w -w-m 

Ohio 1.0233 1.0346 
South Dakota m--m -w-B 

Wisconsin 1.0188 1.0300 

Alabama 
Arkansas 
Delaware 
D.C. 
florida 
Georgia 
Kentucky 
Lousiana 
Maryland 
Mississippi 
North Carolina 
Oklahoma 
South Carolina 
Tennessee 
Texas 
Virginia 
West Virginia 

1.1574 
1.6150 
1.5593 
1+0000 
1.0140 
1.0142 
1.2120 
1.0734 
1.0000 

-m-w 
1.0000 
1.0793 
1.0185 
1.0517 
1.0113 
1.0521 

-w-w 

1.1595 
1.6179 
1.5621 
1.0018 
1.0158 
1.0160 
1.2142 
1.0753 
1.0018 

-w-w 
1.0018 
1.0812 
1.0203 
1.0536 
1.0131 
1.0540 

-w-w 

Factors for Factors for 
use in State use in Regional 
or CMSA (MA) or National 
Tabulations Tabulations 

- indicates no metropolitan subsample is identified for the state 
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Table 5 coat’d. Metropolitan Bubsemple FaCtOr# to be Applied to 
compute National and lubaatioaal~ Estimates 

Factors for Factors for 
use in State use in Regional 
or CMSA (MSA) or National 
Tabulations Tabulations 

West: Alaska 1.4339 1.4339 
Arizona 1.0117 1.0117 
California 1.0000 1.0000 
Colorado 1.1306 1.1306 
Hawaii 1.0000 1.0000 
Idaho 1.4339 1.4339 
Montana 1.4339 1.4339 
Nevada 1.0000 1.0000 
New Mexico 1.0000 1.0000 
Oregon 1.1317 1.1317 
Utah 1.0000 1.0000 
Washington 1.0456 1.0456 
Wyoming 1.4339 1.4339 

- indicates no metropolitan subsample is identified for the state 
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Table 6. 81PP Indirect Generalized Variance Parameters for the 
1988 Panel 

-1 
PERSONS 
Total or White 
16+ Program Participation 

and Benefits, Poverty (3) 
Both Sexes 
Male 
Female 

16+ Income and Labor Force (5) 
Both Sexes 
Male 
Female 

16+ Pension Plan2 (4) 
Both Sexes 
Male 
Female 

All Others2 (6) 
Both Sexes 
Male 
Female 

Black - 
Poverty (1) 

Both Sexes 
Male 
Female 

All others (2) 
-/ Both Sexes 

Male 
Female 

HOUSEHOLDS 
Total or White 
Black 

-------w------- 
1 

2 

- 

E k f 

-0.0001535 25,213 
-0.0003190 25,213 
-0.0002959 25,213 

0.90 

-0.0000465 8,596 
-0.0000972 8,596 
-0.000089’0 8,596 

0.52 

-0.0000831 15,742 
-0.0001780 15,742 
-0.0001630 15,742 

0.71 

-0.0001297 31,260 
-0.0002670 31,260 
-0.0002521 31,260 

1.00 

-0.0007318 21,506 
-0.0015635 21,506 
-0.0013759 21,506 

0.83 

-0.0003936 
-0.00-08408 

11,565 
11,565 

-0.0007399 11,565 

0.61 

-0.00011sQ 10,623 1.00 
-0.0006996 7,340 0.83 

To account for sample attrition , multiply the a and b parameter8 
by 1.09 for estimates which include data from Wave 5 and beyond. 

For cross-tabulations, use the parameters of the characteristic 
with the smaller number within the parentheses. 

Use the n16+ Pension Plan" parameters for pension plan tabulations 
of persons 16+ in the labor force. Use the “All Others" parame- 
ters for retirement tabulations, 0+ program participation, 0+ 
benefits, 0+ income, and 0+ labor force tabulations, in addition 
to any other types of tabulations not specifically covered by 
another characteristic in this table. 
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Table 7. Factors to be Applied to Table 6 Base Parameters to 
Obtain Parameters for Various Reference Periods 

# of available 
rotation month& factor 

Monthly estimate 

1 
2 
3 
4 

4.0000 
2.0000 
1.3333 
1.0000 

Quarterly estimate 

6 1.8519 
8 1.4074 
9 1.2222 

10 1.0494 
11 1.0370 
12 1.0000 

1 The number of available rotation months for a given estimate is 
the sum of the number of rotations available for each month of - 
the estimate. 
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Table 8. Btaadard Errors of Estimated Numbers of Bouseholds, 
Families or Unrelated Persons (Number8 ia Thousands) 

----------------------------------- --------------------------- 

Size of Estimate 
-------------------- 

P. 200 

300 

500 

750 

1,000 

2,000 

3,000 

5,000 

7,500 

10,000 

I 

Standard 
Error1 

.--------- 
46 

56 

73 

89 

103 

144 

176 

224 

271 

308 

Size of Estimate 
.----------------- 

15,000 

25,000 

30,000 

40,000 

50,000 

60,000 

70,000 

80,000 

90,000 

92,000 

Standard 
Error1 

.---------- 
365 

440 

464 

491 

494 

473 

424 

337 

157 

63 

- 1 To account for sample attrition, multiply the standard error of 
the estimate by 1.04 for estimates which include data from Wave 5 
and beyond. 

- . 
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Table 9. Gtaadard Errors of Estimated Numbers of Per8ons 
(Numbers in Thousands) 

Size of Estimate 
-------------------- 

200 

300 

600 

1,000 

2,000 

5,000 

8,000 

11,000 

13,000 

15,000 

17,000 

22,000 

26,000 

30,000 

Standard 
Error1 

.--e-s---- 
79 

97 

137 

176 

249 

391 

492 

573 

620 

663 

703 

791 

852 

906 

;ize of Estimate 
,-w-------------- 

50,000 

80,000 

100,000 

130,000 

135,000 

150,000 

160,000 

180,000 

200,000 

210,000 

220,000 

230,000 

240,000. 

241,000 
.-. ------------------------------------------------- 

Standard 
Error1 

.---------- 
1,113 

1,293 

1,352 

1,368 

1,362 

1,331 

1,297 

1,194 

1,032 

919 

774 

573 

178 

24 s 
m----------- 

- 

-r 
1 To account for sample attrition, multiply the standard error of 

the estimate by 1.04 for estimates which include data from Wave 5 
and beyond. 
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Table 10. Btandard Errors of Estimated Percentage8 of Eoumeholds 
Families or Unrelated Persons 

------------------------------------------------------------------------- 
Base of Estimated 

Percentage I. 
I 

(Thousands) 
------------------ 

200 

300 

500 

750 

1,000 

2,000 

3,000 

5,000 

7,500 

10,000 

15,000 

25,000 

30,000 

40,000 
jr 

50,000 

60,000 

80,000 

90,000 

92,000 

Estimated Percentage1 
----------------------------------------------- --m-w-- 
i 1 or 2 99 ! or 98 5 or 95 
----------- .------ .------ 

2.3 3.2 5.0 

1.9 2.6 4.1 

1.5 2.0 3.2 

1.2 1.7 2.6 

1.0 1.4 2.2 

0.7 1.0 1.6 

0.6 0.8 1.3 

0.5 0.6 1.0 

0.4 0.5 0.8 

0.3 0.46 0.7 

0.26 0.37 0.6 

0.21 0.29 0.45 

0.19 0.26 0.41’ 

0.16 0.23 0.36 

0.15 0.20 0.32 

0.13 0.19 0.29 

0.11 0.16 0.25 

0.11 0.15 0.24 

0.11 0.15 0.23 
-. 

LO or 90 
.------- 

6.9 

5.6 

4.4 

3.6 

3.1 

2.2 

1.8 

1.4 

1.1 

1.0 

0.8 

0.6 

0.56 

0.49 

0.44 

0.40 

0.35 

0.35 

0.33 
.------- 

!5 or 75 50 
.------w .-w---- 

10.0 11.5 

8.1 9.4 

6.3 .7.3 

5.2 6.0 

4.5 5.2 

3.2 3.6 

2.6 3.0 

2.0 2.3 

1.6 1.9 

1.4 1.6 

1.2 1.3 

0.9 1.0 

0.8 0.9 

0.7 0.8 

0.6 0.7 

0.58 0.67 

0.50 0.58 

0.47 0.54 

0.47 0.54 

1 To account for sample attrition, multiply the standard error of 
the estimate by 1.04 for estimates which include data from Wave B 
and beyond. 
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Table 11. Btandard Errors of Estimated Percentages of Perrrone 

-e 

Base of Estimated 
Percentage 
(Thousands) 

-----------------s 
200 

300 

600 

1,000 

2,000 

5,000 

8,000 

11,000 

13,000 

17,000 

22,000 

26,000 

30,000 

50,000 

80,000 

100,000 

130,000 

220,000 

230,000 

240,000 

241,000 

; 1 or 2 9! 
.---------. 

3.9 

3.2 

2.3 

1.8 

1.2 

0.8 

0.6 

0.53 

0.49 

0.43 

0.38 

0.35 

0.32 

0.25 

0.20 

0.18 

0.15 

0.12 

0.12 

0.11 

0.11 

Estimated Percentage1 

2 or 98 
.--v--m 

5.5 

4.5 

3.2 

2.5 

1.8 

1 .'l 

0.9 

0.75 

0.69 

0.60 

0.53 

0.49 

0.45 

0.35 

0.28- 

0.25 

0.22 

0.17 

0.16 

0.16 

0.16 
,------- 

5 or 9: 10 or 9C 25 or 75 50 
--w-w-. .-m--w-- .------a .-w-M-- 

8.6 11.9 17.1. 19.8 

7.0 9.7 14.0 16.1 

5.0 6.8 9.9 11.4 

3.9 5.3 7.7 8.8 

2.7 3.8 5.4 6.3 

1.7 2.4 3.4 4.0 

1.4 1.9 2.7 3.1 

1.2 1.6 2.3 2.7 

1.1 1.5 2.1 2.5 

0.9 1.3 1.9 2.1 

0.8 1.1 1.6 1.97 

0.76 1.0 1.5 1.7 

o.io 0.97 1.4 1.6 

0.54 0.75 1.1 1.3 

0.43 0.59 0.9 1.0 

0.39 0.53 0.8 0.9 

0.34 0.47 0.67 0.78 

0.26 0.36 0.52 0.60 

0.25 0.35 0.50 0.58 

0.25 0.34 0.49 0.57 

0.25 0.34 0.49 0.57 

3 To account for sample attrition, multiply the standard error of 
the estimate by 1.04 for estimates which include data from Wave 5 
and beyond. 
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Table 12. 1988 Topical nodule GeaeraliEed Variance Parameted 

B k 
Fertility 

# Women -0.0000856 7,000 
Births -0.0000767 12,764 

Educational Attainment 
Wave 2 
Wave 5 

-0.0000537 9,535 
-0.0000585 10,393 

Marital Status and 
Person's Family 

Characteristic 
Some HH members 
All HH members 

-0.0000757 14,429 
-0.0000920 17,533 

Child Support 
Wave 3 
Wave 6 

-0.0001010 10,623 
-0.0001199 11,579 

Support for non-household 
members 
Wave 3 
Wave 6 

Health and Disability 

o-15 Child Care 
Wave 3 
Wave 6 

-0.0001100 10,623 
-0.0001199 11,579 

-0.0000570 13,743 

-0.0001533 8,596 
-0.0001670 9,370 

Welfare History and AFDC 
Both sexes 18+ 
Males 18+ 

-* Females 18+ 

-0.0001420 25,213 
-0.0002979 25,213 
-0gOO2712 25,213 

1 Use the "16+ Income and Labor Force n core parameter for tebulakions 
of reasons for not working/reservation wage and work related income. 
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Table 13. 8IPP 1987, 1988 Combined Panel Topical Module Generalised 
Variance Parameters 

a k 
Educational Attainment 

1987 Wave 5/1988 Wave 2 -0.0000297 5274 

Support for non-household 
members 
1987 Wave 6/1988 Wave 3 -0.0000608 5876 

Health and Disability 
1987 Wave 6/1988 Wave 3 -0.0000300 7230 

O-15 Child Care 
1987 Wave 6/1988 Wave 3 -0.0000848 4755 

Child Support 
1987 Wave 6/1988 Wave 3 -0.0000608 5875 

- 
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Tablm 14. Dimtribution of Monthly Cash Incomo Among Parson8 2s to 
34 Youa old 
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Table 15. SIPP Pactora to be Applied to the 1988 Ba8o Parameter8 to 
obtain the 1987, 1988 Combined Pan.1 Paramotors 

Waves to be Combined 

D87 Dane1 1988 Dane& f actor-1 

5 2 0.5264 
6 3 0.5261 
7 4 0.5255 

1 When deriving estimates based on two or more waves of data from the 
same panel, choose the corresponding g-factor with the greate8t 
value. Apply only this factor to the base parameter. 
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Table 16. Factors to be Applied to Baa0 ParaSiekrS to Obtain 
Combined Panel Pammeters for Betimatoel from various 

- Raforenco Periods. 

W of available 
rotation months 
for 2 Danele combined2 

Monthly Estimate 

factor 

2 4.0000 
3 3.0000 
4 2.QOOO 
5 1.6667 
6 1.3333 
7 1.1667 
8 1.0000 

Quarterly Estimates 

12 1.8519 
15 1.5631 
18 1.2222 
19 1.1470 
24 l.OQOO 

Annual Estimates 

96 l.QOOO 

-9 Estimates are based on monthly averages. 

2 The number of available rotation months for a given eetimato is 
the sum of the number of rotations available for each month of 
the estimate for the two panels. There must be at least on0 
rotation month available for each month from each panel for 
monthly and quarterly estimates. 

- 
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